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Measuring clustering with large 
galaxy surveys 

!   Large spectroscopic surveys are 
fundamental to map the 3D galaxy 
distribution and study clustering: 
•  Local Universe:  

 2dFGRS [230k gal. z=0.1] 

 SDSS [800k gal., z=0.1] 

•  Distant Universe:  
 VVDS [30k gal., z=0.2-2] 

 DEEP2 [50k gal., z=0.7-1.4] 

 zCOSMOS [25k gal., z=0.2-2.5] 
•  New on-going surveys:  

 VIPERS, VUDS, GAMA, BOSS, 
 … 

!   Galaxy clustering allows to constrain 
galaxy evolution and to study the 
connection between galaxy formation 
and LSS 
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Figure 2. Slice through the SDSS main galaxy sample, with galaxies color-
coded based on rest-frame g − r color. The slice shows galaxies within ±4 deg
of the celestial equator, in the north Galactic cap. The redshift limit is smaller
than in Figure 1 to better reveal details of structure. The large structure cutting
across the center of the map is the “Sloan Great Wall” (Gott et al. 2005) discussed
in Section 3.2.

subsamples include fewer galaxies than the full flux-limited
sample, they are much easier to interpret. For a given luminosity
bin, we discard the galaxies that are too faint to be included at the
far redshift limit or too bright to be included at the near limit. We
include galaxies with 14.5 < r < 17.6, with the conservative
bright limit imposed to avoid small incompletenesses associated
with galaxy deblending (the NYU-VAGC safe samples). We
further cut these samples by color, using the K-corrected g − r
color as a separator into different populations. We also study
a set of luminosity-threshold samples, namely, volume-limited
samples of all galaxies brighter than a given threshold, as these
yield higher precision measurements than luminosity-bin sam-
ples and are somewhat more straightforward for HOD modeling.
For these samples we relax the bright flux limit to r > 10.0, in
order to be able to define a viable volume-limited redshift range
(the NYU-VAGC bright samples). The distribution in magni-
tude and redshift and the cuts used to define the samples are
shown in Figure 4. Details of the samples are given in Tables 1
and 2. For luminosity-threshold samples, one could improve
statistics by using the flux-limited galaxy catalog and weight-
ing galaxy pairs by the inverse volume over which they can
be observed, as done by Li & White (2009, 2010) for samples
weighted by stellar mass and luminosity. This procedure would
extend the outer redshift limit for the more luminous galaxies
above the threshold, thus reducing sample variance, but it has
the arguable disadvantage of using different measurement vol-
umes for different subsets of galaxies within the sample, and we
have not implemented it here.

The full spectroscopic survey of the SDSS DR7 Legacy
survey contains 900,000 unique, survey-quality galaxy spectra
over 8000 deg2. Of these objects, the main galaxy sample target
criteria selected 700,000. SDSS targeted the remainder as LRG
candidates (around 100,000) or in other categories (e.g., as
quasar candidates or in special programs on the Equator). We
use a reduced footprint of 7700 deg2, which excludes areas
of suspect photometric calibration (Padmanabhan et al. 2008)
and incomplete regions near bright stars. This reduction leaves
670,000 main sample galaxies. Because we are using an updated
photometric reduction, a substantial fraction of targets are

Figure 3. Same as Figure 2, but with galaxies color-coded by absolute
magnitude. The size of the dots is also proportional to galaxy luminosity. As
expected for a flux-limited survey, more luminous galaxies dominate at larger
redshifts.

assigned fluxes fainter than the original flux limit, which further
reduces the sample to about 640,000 galaxies. For uniformity
we have imposed an even stricter faint limit of r = 17.6 in
this paper, which yields 540,000 galaxies. About 30,000 of the
original targets at that flux limit were not assigned fibers because
of fiber collisions; we assign these objects the redshift of their
nearest neighbor as discussed above. The resulting sample of
570,000 galaxies constitutes the parent sample for all of the
volume-limited samples in this paper. When we apply a bright
magnitude cut of r = 14.5, it eliminates about 6000 galaxies.
Further details and the samples themselves are available as part
of the public NYU-VAGC data sets.

2.2. Clustering Measures

The autocorrelation function is a powerful way to charac-
terize galaxy clustering, measuring the excess probability over
random of finding pairs of galaxies as a function of separation
(e.g., Peebles 1980). To separate effects of redshift distortions
from spatial correlations, it is customary to estimate the galaxy
correlation function on a two-dimensional grid of pair separa-
tions parallel (π ) and perpendicular (rp) to the line of sight.
Following the notation of Fisher et al. (1994), for a pair of
galaxies with redshift positions v1 and v2, we define the red-
shift separation vector s ≡ v1 − v2 and the line-of-sight vector
l ≡ 1

2 (v1 + v2). The parallel and perpendicular separations are
then

π ≡ |s · l|/|l|, rp
2 ≡ s · s − π2. (1)

To estimate the pair counts expected for unclustered objects
while accounting for the complex survey geometry, we generate
volume-limited random catalogs with the detailed angular
selection function of the samples. For the different galaxy
samples, we use random catalogs with 25–300 times as many
galaxies, depending on the varying number density and size of
the samples. We have verified that increasing the number of
random galaxies or replacing the random catalog with another
one makes a negligible difference to the measurements. We
estimate ξ (rp,π ) using the Landy & Szalay (1993) estimator

ξ (rp,π ) = DD − 2DR + RR
RR

, (2)
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Figure2.SlicethroughtheSDSSmaingalaxysample,withgalaxiescolor-
codedbasedonrest-frameg−rcolor.Thesliceshowsgalaxieswithin±4deg
ofthecelestialequator,inthenorthGalacticcap.Theredshiftlimitissmaller
thaninFigure1tobetterrevealdetailsofstructure.Thelargestructurecutting
acrossthecenterofthemapisthe“SloanGreatWall”(Gottetal.2005)discussed
inSection3.2.

subsamplesincludefewergalaxiesthanthefullflux-limited
sample,theyaremucheasiertointerpret.Foragivenluminosity
bin,wediscardthegalaxiesthataretoofainttobeincludedatthe
farredshiftlimitortoobrighttobeincludedatthenearlimit.We
includegalaxieswith14.5<r<17.6,withtheconservative
brightlimitimposedtoavoidsmallincompletenessesassociated
withgalaxydeblending(theNYU-VAGCsafesamples).We
furthercutthesesamplesbycolor,usingtheK-correctedg−r
colorasaseparatorintodifferentpopulations.Wealsostudy
asetofluminosity-thresholdsamples,namely,volume-limited
samplesofallgalaxiesbrighterthanagiventhreshold,asthese
yieldhigherprecisionmeasurementsthanluminosity-binsam-
plesandaresomewhatmorestraightforwardforHODmodeling.
Forthesesampleswerelaxthebrightfluxlimittor>10.0,in
ordertobeabletodefineaviablevolume-limitedredshiftrange
(theNYU-VAGCbrightsamples).Thedistributioninmagni-
tudeandredshiftandthecutsusedtodefinethesamplesare
showninFigure4.DetailsofthesamplesaregiveninTables1
and2.Forluminosity-thresholdsamples,onecouldimprove
statisticsbyusingtheflux-limitedgalaxycatalogandweight-
inggalaxypairsbytheinversevolumeoverwhichtheycan
beobserved,asdonebyLi&White(2009,2010)forsamples
weightedbystellarmassandluminosity.Thisprocedurewould
extendtheouterredshiftlimitforthemoreluminousgalaxies
abovethethreshold,thusreducingsamplevariance,butithas
thearguabledisadvantageofusingdifferentmeasurementvol-
umesfordifferentsubsetsofgalaxieswithinthesample,andwe
havenotimplementedithere.

ThefullspectroscopicsurveyoftheSDSSDR7Legacy
surveycontains900,000unique,survey-qualitygalaxyspectra
over8000deg2.Oftheseobjects,themaingalaxysampletarget
criteriaselected700,000.SDSStargetedtheremainderasLRG
candidates(around100,000)orinothercategories(e.g.,as
quasarcandidatesorinspecialprogramsontheEquator).We
useareducedfootprintof7700deg2,whichexcludesareas
ofsuspectphotometriccalibration(Padmanabhanetal.2008)
andincompleteregionsnearbrightstars.Thisreductionleaves
670,000mainsamplegalaxies.Becauseweareusinganupdated
photometricreduction,asubstantialfractionoftargetsare

Figure3.SameasFigure2,butwithgalaxiescolor-codedbyabsolute
magnitude.Thesizeofthedotsisalsoproportionaltogalaxyluminosity.As
expectedforaflux-limitedsurvey,moreluminousgalaxiesdominateatlarger
redshifts.

assignedfluxesfainterthantheoriginalfluxlimit,whichfurther
reducesthesampletoabout640,000galaxies.Foruniformity
wehaveimposedanevenstricterfaintlimitofr=17.6in
thispaper,whichyields540,000galaxies.About30,000ofthe
originaltargetsatthatfluxlimitwerenotassignedfibersbecause
offibercollisions;weassigntheseobjectstheredshiftoftheir
nearestneighborasdiscussedabove.Theresultingsampleof
570,000galaxiesconstitutestheparentsampleforallofthe
volume-limitedsamplesinthispaper.Whenweapplyabright
magnitudecutofr=14.5,iteliminatesabout6000galaxies.
Furtherdetailsandthesamplesthemselvesareavailableaspart
ofthepublicNYU-VAGCdatasets.

2.2.ClusteringMeasures

Theautocorrelationfunctionisapowerfulwaytocharac-
terizegalaxyclustering,measuringtheexcessprobabilityover
randomoffindingpairsofgalaxiesasafunctionofseparation
(e.g.,Peebles1980).Toseparateeffectsofredshiftdistortions
fromspatialcorrelations,itiscustomarytoestimatethegalaxy
correlationfunctiononatwo-dimensionalgridofpairsepara-
tionsparallel(π)andperpendicular(rp)tothelineofsight.
FollowingthenotationofFisheretal.(1994),forapairof
galaxieswithredshiftpositionsv1andv2,wedefinethered-
shiftseparationvectors≡v1−v2andtheline-of-sightvector
l≡1

2(v1+v2).Theparallelandperpendicularseparationsare
then

π≡|s·l|/|l|,rp
2

≡s·s−π
2
.(1)

Toestimatethepaircountsexpectedforunclusteredobjects
whileaccountingforthecomplexsurveygeometry,wegenerate
volume-limitedrandomcatalogswiththedetailedangular
selectionfunctionofthesamples.Forthedifferentgalaxy
samples,weuserandomcatalogswith25–300timesasmany
galaxies,dependingonthevaryingnumberdensityandsizeof
thesamples.Wehaveverifiedthatincreasingthenumberof
randomgalaxiesorreplacingtherandomcatalogwithanother
onemakesanegligibledifferencetothemeasurements.We
estimateξ(rp,π)usingtheLandy&Szalay(1993)estimator
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How clustering depends on galaxy 
physical properties? 

!   In the local Universe, the galaxy clustering properties vary 
with luminosity, stellar mass, colour, morphology … 
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Figure 10. Luminosity dependence of galaxy clustering and the HOD. The left panel shows the measured wp(rp) and the best-fit HOD models for all luminosity-
threshold samples. The samples are each staggered by 0.25 dex, starting from the Mr < −20.5 sample, for clarity. The right panel shows the corresponding halo
occupation functions, 〈N (Mh)〉, color-coded in the same way. The occupation functions shift to the right, toward more massive halos, as the luminosity threshold
increases. The separation of central and satellite galaxies is shown for the rightmost occupation function, corresponding to the brightest sample, as the dashed and
dotted curves, respectively. For the six fainter samples, we have chosen models with sharp central galaxy cutoffs (σlog M ≈ 0) that have ∆χ2 < 1 relative to the best-fit
model listed in Table 3 (see the text). The three brightest samples require smooth cutoff profiles to fit the number density and clustering data.
(A color version of this figure is available in the online journal.)

Table 3
HOD and Derived Parameters for Luminosity-threshold Samples

Mmax
r log Mmin σlog M log M0 log M ′

1 α log M1 fsat bg
χ2

dof

−22.0 14.06 ± 0.06 0.71 ± 0.07 13.72 ± 0.53 14.80 ± 0.08 1.35 ± 0.49 14.85 ± 0.04 0.04 ± 0.01 2.16 ± 0.05 1.8
−21.5 13.38 ± 0.07 0.69 ± 0.08 13.35 ± 0.21 14.20 ± 0.07 1.09 ± 0.17 14.29 ± 0.04 0.09 ± 0.01 1.67 ± 0.03 2.3
−21.0 12.78 ± 0.10 0.68 ± 0.15 12.71 ± 0.26 13.76 ± 0.05 1.15 ± 0.06 13.80 ± 0.03 0.15 ± 0.01 1.40 ± 0.03 3.1
−20.5 12.14 ± 0.03 0.17 ± 0.15 11.62 ± 0.72 13.43 ± 0.04 1.15 ± 0.03 13.44 ± 0.03 0.20 ± 0.01 1.29 ± 0.01 2.7
−20.0 11.83 ± 0.03 0.25 ± 0.11 12.35 ± 0.24 12.98 ± 0.07 1.00 ± 0.05 13.08 ± 0.03 0.22 ± 0.01 1.20 ± 0.01 2.1
−19.5 11.57 ± 0.04 0.17 ± 0.13 12.23 ± 0.17 12.75 ± 0.07 0.99 ± 0.04 12.87 ± 0.03 0.23 ± 0.01 1.14 ± 0.01 1.0
−19.0 11.45 ± 0.04 0.19 ± 0.13 9.77 ± 1.41 12.63 ± 0.04 1.02 ± 0.02 12.64 ± 0.04 0.33 ± 0.01 1.12 ± 0.01 1.8
−18.5 11.33 ± 0.07 0.26 ± 0.21 8.99 ± 1.33 12.50 ± 0.04 1.02 ± 0.03 12.51 ± 0.04 0.34 ± 0.02 1.09 ± 0.01 0.9
−18.0 11.18 ± 0.04 0.19 ± 0.17 9.81 ± 0.62 12.42 ± 0.05 1.04 ± 0.04 12.43 ± 0.05 0.32 ± 0.02 1.07 ± 0.01 1.4

Notes. See Equation (7) for the HOD parameterization. Halo mass is in units of h−1 M&. Error bars on the HOD parameters correspond to 1σ ,
derived from the marginalized distributions. M1, fsat, and bg are derived parameters from the fits. M1 is the mass scale of a halo that can on average
host one satellite galaxy above the luminosity threshold and fsat is the fraction of satellite galaxies in the sample. bg is the large-scale galaxy
bias factor and is degenerated with the amplitude of matter clustering σ8, so that this is in fact bg × (σ8/0.8). A 2% systematic shift in the wp

values would correspond to a 1% change in bg, effectively doubling the tiny error bars on it. For all samples, the number of degrees of freedom
(dof) is 9 (13 measured wp values plus the number density minus the five fitted parameters). The parameters of the sharp-cutoff models plotted in
Figure 10 for the six fainter samples (see the text) are specified hereby as (Mmax

r , log Mmin, σlog M , log M0, log M ′
1, α): (−18.0, 11.14, 0.02, 9.84, 12.40,

1.04); (−18.5, 11.29, 0.03, 9.64, 12.48, 1.01); (−19.0, 11.44, 0.01, 10.31, 12.64, 1.03); (−19.5, 11.56, 0.003, 12.15, 12.79, 1.01); (−20.0, 11.78, 0.02,
12.32, 12.98, 1.01); (−20.5, 12.11, 0.01, 11.86, 13.41, 1.13).

removed by matching volumes. For the fainter samples shown
in the lower panels, the evidence for luminosity dependence
is marginal relative to the error bars. The detection is stronger
in the upper right panel and overwhelming for the brightest
galaxies in the upper left. The difference between the dashed
line and the open points in this panel is plausibly explained
by the small sample (∼2600 galaxies) of −23 < Mr < −22
galaxies in the overlap volume: the larger volume of the full
sample is required to give a robust measurement of large-scale
clustering for these rare galaxies. These conclusions—evidence
for increased clustering at Mr ≈ −21.5 and dramatically
increased clustering at Mr ≈ −22.5—are consistent with the
b(L) data points in Figure 7.

3.3. Modeling the Luminosity Dependence

To investigate further the implications of the luminosity-
dependent clustering, we turn to HOD modeling. We find the

best-fit HOD models for our set of volume-limited luminosity-
threshold samples, using the five-parameter model described
in Section 2.3. Figure 10 shows the HOD best fits to the pro-
jected correlation functions (staggered by 0.25 dex for clar-
ity). Here, we use the full volume-limited samples, with no
attempt to remove the SGW. The values of the fitted parame-
ters, inferred using the full error covariance matrix, are given
in Table 3. We also list fsat, the fraction of sample galaxies that
are satellites from the HOD modeling results. We see that the
HOD models provide reasonable fits to the projected correlation
functions, with deviations from a power law more apparent for
the brighter samples. The characteristic inflections in wp(rp)
at rp = 1–2 h−1 Mpc arise at the transition from the small-
scale, one-halo regime, where most correlated pairs come from
galaxies in the same halo, to the large-scale, two-halo regime,
where the shape of ξ (r) approximately traces the shape of the
matter correlation function (Berlind & Weinberg 2002; Zehavi
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Figure 20. HOD models of the correlation function in fine color bins of the −20 < Mr < −19 sample. See the text for description of the HOD modeling. The top left
panel shows the measured wp(rp) and the best-fit HOD models. Offsets of 0.25 dex are added for visual clarity, with the bluest galaxies at the bottom. The top right
panel presents the corresponding mean occupation functions, 〈N (Mh)〉, color-coded in the same way, with dashed and dotted lines showing contributions of central and
satellite galaxies, respectively. The bottom right panel shows the same halo occupation functions normalized so that their central galaxy occupation functions coincide.
The bottom left panel shows the satellite fraction vs. median halo mass for these color subsamples. Each colored “streak” shows results for models acceptable at the
∆χ2 < 1 level; since the models have only one adjustable parameter, the uncertainty in this parameter produces a one-dimensional locus in this two-dimensional plane.
(A color version of this figure is available in the online journal.)

masses. In contrast, the trend with color at fixed luminosity can
be explained with a constant halo mass for central galaxies and
a steady increase of satellite fraction with redder color. The
increase in typical host halo mass leads to an increase in the
large-scale bias factor and thus a higher clustering amplitude at
large scales. However, increasing fsat drives the one-halo term
up more rapidly than the bias factor, so the correlation function
steepens for redder galaxies as well. The success of our simple
HOD model does not rule out a shift in central galaxy halo
mass for redder galaxies, but explaining the strong observed
color trend solely through the central galaxy occupation would
require placing moderate luminosity red galaxies at the centers
of very massive halos, and it might well be impossible to match
the clustering and number density constraints simultaneously.

Returning to the joint dependence on color and luminosity
(Section 4.3), Figure 21 presents HOD model fits to the blue and
red galaxy populations for three of the luminosity bins shown
in Figure 16. We use the same modeling approach adopted

above for the fine color bins: we difference the central galaxy
occupation functions of two luminosity-threshold samples to
get the central galaxy occupation function of the luminosity
bin, fix the satellite slope to α = 1, and vary only the relative
central and satellite normalizations within each population to
fit the red and blue wp(rp) measurements. With the other HOD
parameters fixed previously by fitting the correlation functions
of the full luminosity-threshold samples, this modeling has
just one adjustable parameter within each luminosity bin. The
model explains the rather complex color–luminosity trends from
Figure 16 fairly well. In particular, it is able to reproduce the
small-scale clustering of red galaxies increasing toward low
luminosities, both in absolute terms and relative to the large-
scale clustering, while the shape of wp(rp) for the blue galaxies
stays roughly constant. The fraction of red galaxies that are
satellites increases sharply with decreasing luminosity, from
33% to 60% to 90% in the three luminosity bins, while the
fraction of blue satellites (13%, 19%, 19%) is smaller and

21
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How clustering depends on galaxy 
physical properties? 

!   These clustering segregations are present up to z=1-1.5, 
although the strength of the effects is shallower B. Meneux et al.: VVDS: Clustering evolution per galaxy type 393

Fig. 9. Relative bias between populations of galaxies for a 8 h−1 Mpc
scale: bA/bB = σ

A
8 /σ

B
8 .

with

Cγ =
72

(3 − γ)(4 − γ)(6 − γ)2γ · (8)

Figure 9 shows the relative bias between the populations T1+T2
and T4 at different redshifts, measured using Eq. (7) in spheres
with radius r = 8 h−1 Mpc. The average value is b = 1.65 ± 0.3
consistent with being constant up to the highest redshift investi-
gated. This result seems to be mostly insensitive to the way the
two populations are selected. For example we find a relative bias
b = 1.6±0.3 when the red and blue samples are selected accord-
ing to color bimodality (see next section). Note, however that by
considering the intermediate-type population in our comparison,
we find a relative bias b = 1.3 ± 0.2 between T1+T2 and T3,
which is marginally (∼1σ) lower than between T1+T2 and T4.

This is in agreement with what is found locally for nearly the
same color-selected populations. For example Wild et al. (2005)
using the 2dFGRS find on the same 8 h−1 Mpc scale, b ∼ 1.5.
Moreover, at higher redshifts, this result is in agreement with
what has been found in a previous VVDS study (Marinoni et al.
2005), from the same data but using a different method.

5. Rest-frame color bimodality

It has become clear in recent years that the galaxy rest-frame
colors show a bimodal distribution (Strateva et al. 2001), i.e.
that in a (rest-frame) color–magnitude diagram galaxies tend
to segregate between a “red sequence” (similar, but less tight
than that observed for cluster galaxies) and a “blue cloud”. This
behavior seems also to be present at high redshift (Bell et al.
2004; Giallongo et al. 2005). From the SDSS data, Strateva et al.
(2001) find that the blue cloud contains mainly late (spiral) mor-
phological types while the bulk of the red sequence consists
of bulge-dominated, early-type galaxies (see also Weiner et al.
2005). This provides a natural recipe to split galaxies into two
populations of “red” and “blue” objects and there have been al-
ready attempts to study the clustering of galaxies separately for
the two classes defined in this way at intermediate redshifts (e.g.
Phleps et al. 2005).

It is therefore interesting to check how our analysis as a func-
tion of SED-defined types compares to a simpler sub-division
following the bimodal distribution.

Fig. 10. Correlation length r0 as a function of redshift for the red and
blue samples. Here the slope γ is a free parameter.

Table 3. Relative bias between early-type and late-type galaxies (from
spectral type classification), and “red” vs. “blue” galaxies (separated
using the color bi-modality).

Redshift Relative
range bias

T1&2/T3 [0.2–0.5] 1.18+0.23
−0.22

[0.5–0.7] 1.27+0.26
−0.28

[0.7–0.9] 1.39+0.26
−0.27

[0.9–1.2] 1.45+0.34
−0.37

T1&2/T4 [0.2–0.5] 1.76+0.27
−0.27

[0.5–0.7] 1.69+0.30
−0.30

[0.7–0.9] 1.85+0.43
−0.47

[0.9–1.2] 1.47+0.37
−0.40

“red”/“blue” [0.2–0.5] 1.69+0.43
−0.47

[0.5–0.7] 1.63+0.32
−0.34

[0.7–0.9] 1.45+0.29
−0.30

[0.9–1.2] 1.45+0.27
−0.27

We have thus split our data into a blue and red sample, fol-
lowing the rest-frame color-magnitude relations suggested by
Giallongo et al. (2005) and measured the projected function
wp(rp) and the best-fit power-law correlation function ξ(r) in
different redshift bins. The resulting evolution of the correla-
tion length is shown in Fig. 10, with the measured values for
r0 and γ summarized in Table 5. The associated errors have
been computed in the usual way, constructing blue and red mock
catalogues from the GalICS simulations, keeping the same pro-
portion of red (blue) objects as in the real VVDS data.

Similarly to what we found for early-type classes, red-
sequence galaxies exhibit a larger clustering length (r0 ∼
4 h−1 Mpc), with little dependence on redshift. Comparison to
Fig. 8 indicates that the classification into rest-frame red and
blue galaxies is substantially equivalent to our classification into
spectral late-types, producing samples with similar clustering
evolution properties.

The relative bias between red and blue galaxies is measured
to be on average b = 1.6 ± 0.3 between z ∼ 0.3 and z ∼ 1 (see
Table 3), a value comparable with that derived using the spectral
type classification.

measure wp(rp) as a function of scale for 0:1< rp < 20 h!1 Mpc.
Errors on wp(rp) are calculated using the standard error across the
10 separate data pointings. We estimate the integral constraint
numerically using the random catalog (see, e.g., eq. [8] of Roche
& Eales 1999) and find it to be "0.1 and therefore negligible.

If !(r) is modeled as a power law, !(r) ¼ (r/r0)
!" , then r0 and

" can be readily extracted from the projected correlation func-
tion, wp(rp), using an analytic solution to equation (3)

wp(rp) ¼ rp
r0
rp

! ""!(1=2)! (" ! 1)=2½ %
!("=2)

; ð4Þ

where ! is the gamma function. A power-law fit to wp(rp) will
then recover r0 and " for the real-space correlation function,
!(r). We correct for the covariance between rp bins when cal-
culating the errors on r0 and ".

To correct for undersampling of galaxies on small scales due
to our slit mask target-selection algorithm, we use the mock gal-
axy catalogs of Yan et al. (2004).We create samples with identical
redshift and luminosity ranges to each data sample and measure
the ratio of the projected correlation function in the mock catalogs
for catalogs with and without the slit mask target-selection algo-
rithm applied.We thenmultiply themeasuredwp(rp) in the data by
this ratio, which is a smooth function of both scale and luminosity.
We note that using mock catalogs with different HOD parameters
does not change our results (Coil et al. 2006). Both the observed
and corrected data are shown in this paper.

4. CLUSTERING AS A FUNCTION OF LUMINOSITY

Figure 2 shows the measured projected correlation function
for each luminosity sample as a function of scale, for rp ¼ 0:1
20 h!1 Mpc. The left panel shows the observed wp(rp), while the
right panel shows wp(rp) after correcting for slit mask target-
selection effects. The corrections are larger for the brighter sam-

ples and aremost significant on scales less than rp ¼ 0:3 h!1Mpc.
Errors are calculated using the standard error across the 10 indi-
vidual DEEP2 pointings. Amplitudes and errors for wp(rp) are
given for each of the luminosity samples at four different scales in
Table 2.

Power-law fits to the corrected wp(rp) are performed for a
range of scales: the full range shown here (0:1< rp < 20 h!1

Mpc), smaller scales (0:1< rp < 1 h!1 Mpc), and larger scales
(1< rp < 20 h!1 Mpc). Values of r0 and " are given in Table 3
for each rp range, and results for the full range are shown in
Figure 3. Errors on r0 and " are estimated using jackknife errors
across the 10 samples; this approach includes the covariance
between adjacent rp bins and results in errors that are 2–3 times
higher than the formal 1 # statistical errors of the least-squares fit
to the data, assuming the rp bins are independent. Fitting for a
power law on larger scales, 1< rp < 20 h!1 Mpc, results in r0
and " values within the quoted 1 # errors for the full range, as
shown in Table 2, and fits to the observed data without correc-
tions for slit mask effects result in 2% lower values of r0 and " for
the full range for all samples except the brightest, where the
difference is 3% in both r0 and ".

Fig. 2.—Projected two-point correlation function, wp(rp), of DEEP2 galaxies for different luminosity samples. The observed wp(rp) is shown in the left panel,
while on the right we have corrected for the slit mask target-selection effects using mock catalogs. Fiducial lines at rp ¼ 1 h!1 Mpc and wp(rp) ¼ 100 have been
drawn to guide the eye.

TABLE 2

Projected Correlation Function Amplitudes for Luminosity Samples

wp at rp (h
!1 Mpc) =

Source 0.15 1.0 4.7 10.3

MB < !19............. 171 ( 18 41.7 ( 2.5 12.9 ( 1.2 6.2 ( 1.3

MB < !19:5.......... 242 ( 29 44.8 ( 3.3 14.2 ( 1.2 6.8 ( 1.3

MB < !20............. 285 ( 27 48.3 ( 4.2 15.9 ( 0.9 7.0 ( 1.1
MB < !20:5.......... 387 ( 44 56.7 ( 3.1 16.1 ( 1.5 7.9 ( 1.2

Notes.—These values have all been corrected for slit mask target-selection
effects.
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What can we learn by comparing 
the clustering at different epochs? 

!   Evolution of the clustering of 
early and late morphological 
types 

!   The difference in clustering does 
not evolve significantly since 
z=0.8, except on small scales 

!   A large fraction of early-type 
galaxies were already formed in 
intermediate and dense 
environments at z=0.8 

The zCOSMOS-Bright survey 831

where φ(M, z) is the galaxy luminosity function at redshift z and
Vc is the comoving volume. In practice, to obtain φ(M, z), we
first fitted the evolution of the measured Schechter parameters in
different redshift bins by Zucca et al. (2009) with linear functions of
z. We then use the functions that best describe φ∗(z), M∗(z) and α(z)
to obtain φ(M, z) at any redshift z, assuming a Schechter form of
the luminosity function. This method has the advantage of reducing
sample variance effects in the determination of the radial distribution
by smoothing out the spurious variations in the measured Schechter
parameters from one redshift bin to another. The resulting predicted
radial distribution using this method is also shown in Fig. 7.

3.3 Error estimation

We estimate the errors in the correlation function measurements
using the blockwise bootstrap method (e.g. Porciani & Giavalisco
2002), which provides a reliable estimate of both the statistical and
sample variance errors. We verified their reliability by directly com-
paring with the ensemble average scatter of a set of mock samples
of the survey and chose blockwise errors because they produced a
more stable covariance matrix. This internal-error estimator con-
sists in calculating the variance in the correlation functions among
a given number of realizations Nreal of the sample, consisting of
a random sequence of Nsub equal-sized sub-volumes, allowing for
repetitions. To define the sub-volumes and because the transverse
dimension of the survey is small, we divided the sample into slices
along the radial direction and constrained the radial size of each
slice to be larger than five times πmax, as defined in Section 3.1.
Therefore, for each sample, we generated Nreal = 800 realizations
by bootstrapping Nsub = 8 slices of equal volume.

Norberg et al. (2009) studied the efficiency of different error
estimators, showing that this particular technique enables us to
robustly recover the main eigenvectors of the underlying covari-
ance matrix and that by obtaining a large number of realizations
Nreal > 3Nsub, one can calculate variances that agree with exter-
nal estimators. However, their analysis is performed by considering
significantly larger volumes than the one probed by the zCOSMOS-
Bright sample, which prompted us to check directly the reliability of
this method for our specific survey using mock samples. We used
24 realistic mock samples of the COSMOS survey provided by
Kitzbichler & White (2007) and based on the Millennium dark mat-
ter N-body simulation (Springel et al. 2005). We applied to them the
detailed zCOSMOS-Bright observational strategy. For this purpose,
we used SSPOC software (Bottini et al. 2005) to mimic in the mock
samples the selection of spectroscopic targets within the observed
pointings. In addition, we included the same redshift success rate
as the real data (see Iovino et al. 2010, for details). We find that the
blockwise bootstrap method, on average, allows us to recover fairly
well both the diagonal and off-diagonal terms of the covariance
matrix, although the diagonal errors are slightly underestimated on
large scales. This effect is, however, of the order of 20–25 per cent
on scales between 2 and 10 h−1 Mpc. Details of the error analy-
sis are presented in Meneux et al. (2009) and Porciani et al. (in
preparation).

4 R ESULTS

We present in Fig. 8 our measurement of the spatial clustering
of early- and late-type galaxies at z̄ = 0.81, showing that at this
epoch the former are already more strongly clustered than the lat-
ter. The observed segregation tends to only affect the amplitude of

Figure 8. The projected correlation functions of early types (circles) and
late types (squares) in our volume-limited sample at 0.6 < z < 1.0. The solid
lines correspond to the measurements of Skibba et al. (2009) at z # 0.1.

the projected correlation function on all probed scales, correspond-
ing to an almost scale-independent relative clustering of early- to
late-type galaxies that we discuss in Section 4.2. We compare our
measurements with those obtained by Skibba et al. (2009) at z #
0.1 in the Sloan Digital Sky Survey (SDSS) Data Release 6
(Adelman-McCarthy et al. 2008) and based on visually classified
morphologies from the Galaxy Zoo sample (Lintott et al. 2008). We
overplot in Fig. 8 the wp(rp) measurements they obtained for early
and late morphological types (defined as Pel > 0.8 and Psp > 0.8,
respectively; see Skibba et al. 2009), with absolute magnitudes of
Mr < −20.5. This magnitude cut selects galaxies with luminosity
above L∗ at z # 0.1 (Blanton et al. 2003), making these local mea-
surements comparable with ours. However, we cannot make a fully
quantitative comparison as the sample selection and morphological
classifications are not exactly the same. Comparison of the corre-
lation function shapes shows some indications of an increase with
cosmic time in the relative difference in clustering between early
and late morphological classes for separations smaller than a few
h−1 Mpc, although error bars are relatively large on these scales in
our sample.

4.1 Effect of the overabundance of high-density regions in the
COSMOS field

In the measurements of Fig. 8, the shape of the projected cor-
relation function at rp > 1 h−1 Mpc, for both early- and late-type
galaxies, is flatter than that for the SDSS, with approximately wp(rp)
∝ r−1.6

p . Such behaviour was also noticed in previous analysis of
the zCOSMOS-Bright data, based on luminosity- and stellar-mass-
selected samples (Meneux et al. 2009), and has been recently ex-
plained as being due to an overabundance of rich structures in the
field, in particular at z > 0.6 (de la Torre et al. 2010). This is
quantified by an excess of galaxies in the high-density tail of the
overdensity probability distribution function of the sample, which
is responsible for an enhancement of the clustering signal on scales
above 1–2 h−1 Mpc. de la Torre et al. (2010) found that simply

C© 2011 The Authors, MNRAS 412, 825–834
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Interpreting galaxy clustering: halo 
occupation distribution (HOD) 

robustness of the best-fit HOD under the adopted parameteriza-
tion, we do not intend to perform such iterations in this paper.

We also tried to fit the data with a more flexible HOD param-
eterization, which uses a spline curve for the satellite mean occu-
pation function (similar to what is used in Fig. 19c of Zehavi et al.
2005). We found that the HOD is adjusted to fit almost every
feature in wp(rp), and the modeling may result in solutions that
are not seen in galaxy formation models. For instance, for the
brightest MB <!20:5 sample, the best-fit satellite mean occupa-
tion function has an inflection and flattens out toward the low
halo mass end, which allows it to fit the high amplitude and steep

slope ofwp(rp) on small scales that are vulnerable to slitmask cor-
rections. Therefore, we conclude that this more flexible HOD pa-
rameterization might be ‘‘overfitting’’ the data, and that to robustly
interpret the present data does not require an HOD form more
flexible than our five-parameter model.

4.2. Results for SDSS Galaxies

Themodeling results for SDSS galaxies using the five-parameter
model described in x 3.2 are shown in Figure 2. To be concise,
only the results of the samples that are most relevant to the evo-
lution connection between DEEP2 and SDSS galaxies (see x 6)

Fig. 2.—Similar to Fig. 1, but for SDSS galaxy samples. [See the electronic edition of the Journal for a color version of this figure.]
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Figure 1. In our modified halo model, dark matter haloes are of two kinds: node-like (red circles) and filament-like (blue circles). Because
of this, our correlation function is split in three terms: the one-halo-one-⌘ term (top-left picture) describes the interaction of particles
inside the same halo, the two-halo-one-⌘ (top-right picture) term involves particles which are in di↵erent haloes of the same kind. Finally
the two-halo-two-⌘ term (bottom picture) considers the contribution of particles which are in di↵erent haloes of di↵erent kinds.
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Figure 2. Di↵erent contributions to the dark matter correlation function according to our model (Eqs. 6 - 8). Left panel: total correlation

function ⇠dm (black solid line), node contribution ⇠nod
dm (red line), filament contribution ⇠fildm (blue line), cross contribution ⇠2h2⌘dm (green

line) and linear dark matter contribution ⇠lin (black-dotted line). Right panel: total correlation function ⇠dm (black solid line), 1-halo

term ⇠1h1⌘dm (red line), 2-halo-same-halo term ⇠2h1⌘dm (blue line), 2-halo-di↵erent-halo term ⇠2h2⌘dm (green line) and ⇠lin (black-dotted line).

green lines in left panel). This is expected due to the fact that the filaments are more abundant than nodes but nodes are

more concentrate than filaments.

In the right panel we show the contribution of the di↵erent terms of Eq. 5. As we expected, the 1h1⌘-term (red line) term

dominates at sub-halo scales whereas 2h1⌘-term (blue line) dominates at large scales. The cross correlation term between

nodes and filaments, 2h2⌘-term (green line) is less important than filaments at large scales but is not negligible. In the left

panel, the shape of the filament and the node contribution is set by the value of the concentration we have chosen. We

will come back to this point in the next section to see how the concentration parameter a↵ects the shape of the correlation

c� 0000 RAS, MNRAS 000, 000–000

1-halo 
contrib. 

2-halo 
contrib. 

Zheng et al. 2007 



Dependence of HOD on 
luminosity and colour 

The Astrophysical Journal, 736:59 (30pp), 2011 July 20 Zehavi et al.

Figure 10. Luminosity dependence of galaxy clustering and the HOD. The left panel shows the measured wp(rp) and the best-fit HOD models for all luminosity-
threshold samples. The samples are each staggered by 0.25 dex, starting from the Mr < −20.5 sample, for clarity. The right panel shows the corresponding halo
occupation functions, 〈N (Mh)〉, color-coded in the same way. The occupation functions shift to the right, toward more massive halos, as the luminosity threshold
increases. The separation of central and satellite galaxies is shown for the rightmost occupation function, corresponding to the brightest sample, as the dashed and
dotted curves, respectively. For the six fainter samples, we have chosen models with sharp central galaxy cutoffs (σlog M ≈ 0) that have ∆χ2 < 1 relative to the best-fit
model listed in Table 3 (see the text). The three brightest samples require smooth cutoff profiles to fit the number density and clustering data.
(A color version of this figure is available in the online journal.)

Table 3
HOD and Derived Parameters for Luminosity-threshold Samples

Mmax
r log Mmin σlog M log M0 log M ′

1 α log M1 fsat bg
χ2

dof

−22.0 14.06 ± 0.06 0.71 ± 0.07 13.72 ± 0.53 14.80 ± 0.08 1.35 ± 0.49 14.85 ± 0.04 0.04 ± 0.01 2.16 ± 0.05 1.8
−21.5 13.38 ± 0.07 0.69 ± 0.08 13.35 ± 0.21 14.20 ± 0.07 1.09 ± 0.17 14.29 ± 0.04 0.09 ± 0.01 1.67 ± 0.03 2.3
−21.0 12.78 ± 0.10 0.68 ± 0.15 12.71 ± 0.26 13.76 ± 0.05 1.15 ± 0.06 13.80 ± 0.03 0.15 ± 0.01 1.40 ± 0.03 3.1
−20.5 12.14 ± 0.03 0.17 ± 0.15 11.62 ± 0.72 13.43 ± 0.04 1.15 ± 0.03 13.44 ± 0.03 0.20 ± 0.01 1.29 ± 0.01 2.7
−20.0 11.83 ± 0.03 0.25 ± 0.11 12.35 ± 0.24 12.98 ± 0.07 1.00 ± 0.05 13.08 ± 0.03 0.22 ± 0.01 1.20 ± 0.01 2.1
−19.5 11.57 ± 0.04 0.17 ± 0.13 12.23 ± 0.17 12.75 ± 0.07 0.99 ± 0.04 12.87 ± 0.03 0.23 ± 0.01 1.14 ± 0.01 1.0
−19.0 11.45 ± 0.04 0.19 ± 0.13 9.77 ± 1.41 12.63 ± 0.04 1.02 ± 0.02 12.64 ± 0.04 0.33 ± 0.01 1.12 ± 0.01 1.8
−18.5 11.33 ± 0.07 0.26 ± 0.21 8.99 ± 1.33 12.50 ± 0.04 1.02 ± 0.03 12.51 ± 0.04 0.34 ± 0.02 1.09 ± 0.01 0.9
−18.0 11.18 ± 0.04 0.19 ± 0.17 9.81 ± 0.62 12.42 ± 0.05 1.04 ± 0.04 12.43 ± 0.05 0.32 ± 0.02 1.07 ± 0.01 1.4

Notes. See Equation (7) for the HOD parameterization. Halo mass is in units of h−1 M&. Error bars on the HOD parameters correspond to 1σ ,
derived from the marginalized distributions. M1, fsat, and bg are derived parameters from the fits. M1 is the mass scale of a halo that can on average
host one satellite galaxy above the luminosity threshold and fsat is the fraction of satellite galaxies in the sample. bg is the large-scale galaxy
bias factor and is degenerated with the amplitude of matter clustering σ8, so that this is in fact bg × (σ8/0.8). A 2% systematic shift in the wp

values would correspond to a 1% change in bg, effectively doubling the tiny error bars on it. For all samples, the number of degrees of freedom
(dof) is 9 (13 measured wp values plus the number density minus the five fitted parameters). The parameters of the sharp-cutoff models plotted in
Figure 10 for the six fainter samples (see the text) are specified hereby as (Mmax

r , log Mmin, σlog M , log M0, log M ′
1, α): (−18.0, 11.14, 0.02, 9.84, 12.40,

1.04); (−18.5, 11.29, 0.03, 9.64, 12.48, 1.01); (−19.0, 11.44, 0.01, 10.31, 12.64, 1.03); (−19.5, 11.56, 0.003, 12.15, 12.79, 1.01); (−20.0, 11.78, 0.02,
12.32, 12.98, 1.01); (−20.5, 12.11, 0.01, 11.86, 13.41, 1.13).

removed by matching volumes. For the fainter samples shown
in the lower panels, the evidence for luminosity dependence
is marginal relative to the error bars. The detection is stronger
in the upper right panel and overwhelming for the brightest
galaxies in the upper left. The difference between the dashed
line and the open points in this panel is plausibly explained
by the small sample (∼2600 galaxies) of −23 < Mr < −22
galaxies in the overlap volume: the larger volume of the full
sample is required to give a robust measurement of large-scale
clustering for these rare galaxies. These conclusions—evidence
for increased clustering at Mr ≈ −21.5 and dramatically
increased clustering at Mr ≈ −22.5—are consistent with the
b(L) data points in Figure 7.

3.3. Modeling the Luminosity Dependence

To investigate further the implications of the luminosity-
dependent clustering, we turn to HOD modeling. We find the

best-fit HOD models for our set of volume-limited luminosity-
threshold samples, using the five-parameter model described
in Section 2.3. Figure 10 shows the HOD best fits to the pro-
jected correlation functions (staggered by 0.25 dex for clar-
ity). Here, we use the full volume-limited samples, with no
attempt to remove the SGW. The values of the fitted parame-
ters, inferred using the full error covariance matrix, are given
in Table 3. We also list fsat, the fraction of sample galaxies that
are satellites from the HOD modeling results. We see that the
HOD models provide reasonable fits to the projected correlation
functions, with deviations from a power law more apparent for
the brighter samples. The characteristic inflections in wp(rp)
at rp = 1–2 h−1 Mpc arise at the transition from the small-
scale, one-halo regime, where most correlated pairs come from
galaxies in the same halo, to the large-scale, two-halo regime,
where the shape of ξ (r) approximately traces the shape of the
matter correlation function (Berlind & Weinberg 2002; Zehavi
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Figure 20. HOD models of the correlation function in fine color bins of the −20 < Mr < −19 sample. See the text for description of the HOD modeling. The top left
panel shows the measured wp(rp) and the best-fit HOD models. Offsets of 0.25 dex are added for visual clarity, with the bluest galaxies at the bottom. The top right
panel presents the corresponding mean occupation functions, 〈N (Mh)〉, color-coded in the same way, with dashed and dotted lines showing contributions of central and
satellite galaxies, respectively. The bottom right panel shows the same halo occupation functions normalized so that their central galaxy occupation functions coincide.
The bottom left panel shows the satellite fraction vs. median halo mass for these color subsamples. Each colored “streak” shows results for models acceptable at the
∆χ2 < 1 level; since the models have only one adjustable parameter, the uncertainty in this parameter produces a one-dimensional locus in this two-dimensional plane.
(A color version of this figure is available in the online journal.)

masses. In contrast, the trend with color at fixed luminosity can
be explained with a constant halo mass for central galaxies and
a steady increase of satellite fraction with redder color. The
increase in typical host halo mass leads to an increase in the
large-scale bias factor and thus a higher clustering amplitude at
large scales. However, increasing fsat drives the one-halo term
up more rapidly than the bias factor, so the correlation function
steepens for redder galaxies as well. The success of our simple
HOD model does not rule out a shift in central galaxy halo
mass for redder galaxies, but explaining the strong observed
color trend solely through the central galaxy occupation would
require placing moderate luminosity red galaxies at the centers
of very massive halos, and it might well be impossible to match
the clustering and number density constraints simultaneously.

Returning to the joint dependence on color and luminosity
(Section 4.3), Figure 21 presents HOD model fits to the blue and
red galaxy populations for three of the luminosity bins shown
in Figure 16. We use the same modeling approach adopted

above for the fine color bins: we difference the central galaxy
occupation functions of two luminosity-threshold samples to
get the central galaxy occupation function of the luminosity
bin, fix the satellite slope to α = 1, and vary only the relative
central and satellite normalizations within each population to
fit the red and blue wp(rp) measurements. With the other HOD
parameters fixed previously by fitting the correlation functions
of the full luminosity-threshold samples, this modeling has
just one adjustable parameter within each luminosity bin. The
model explains the rather complex color–luminosity trends from
Figure 16 fairly well. In particular, it is able to reproduce the
small-scale clustering of red galaxies increasing toward low
luminosities, both in absolute terms and relative to the large-
scale clustering, while the shape of wp(rp) for the blue galaxies
stays roughly constant. The fraction of red galaxies that are
satellites increases sharply with decreasing luminosity, from
33% to 60% to 90% in the three luminosity bins, while the
fraction of blue satellites (13%, 19%, 19%) is smaller and

21
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Figure 20. HOD models of the correlation function in fine color bins of the −20 < Mr < −19 sample. See the text for description of the HOD modeling. The top left
panel shows the measured wp(rp) and the best-fit HOD models. Offsets of 0.25 dex are added for visual clarity, with the bluest galaxies at the bottom. The top right
panel presents the corresponding mean occupation functions, 〈N (Mh)〉, color-coded in the same way, with dashed and dotted lines showing contributions of central and
satellite galaxies, respectively. The bottom right panel shows the same halo occupation functions normalized so that their central galaxy occupation functions coincide.
The bottom left panel shows the satellite fraction vs. median halo mass for these color subsamples. Each colored “streak” shows results for models acceptable at the
∆χ2 < 1 level; since the models have only one adjustable parameter, the uncertainty in this parameter produces a one-dimensional locus in this two-dimensional plane.
(A color version of this figure is available in the online journal.)

masses. In contrast, the trend with color at fixed luminosity can
be explained with a constant halo mass for central galaxies and
a steady increase of satellite fraction with redder color. The
increase in typical host halo mass leads to an increase in the
large-scale bias factor and thus a higher clustering amplitude at
large scales. However, increasing fsat drives the one-halo term
up more rapidly than the bias factor, so the correlation function
steepens for redder galaxies as well. The success of our simple
HOD model does not rule out a shift in central galaxy halo
mass for redder galaxies, but explaining the strong observed
color trend solely through the central galaxy occupation would
require placing moderate luminosity red galaxies at the centers
of very massive halos, and it might well be impossible to match
the clustering and number density constraints simultaneously.

Returning to the joint dependence on color and luminosity
(Section 4.3), Figure 21 presents HOD model fits to the blue and
red galaxy populations for three of the luminosity bins shown
in Figure 16. We use the same modeling approach adopted

above for the fine color bins: we difference the central galaxy
occupation functions of two luminosity-threshold samples to
get the central galaxy occupation function of the luminosity
bin, fix the satellite slope to α = 1, and vary only the relative
central and satellite normalizations within each population to
fit the red and blue wp(rp) measurements. With the other HOD
parameters fixed previously by fitting the correlation functions
of the full luminosity-threshold samples, this modeling has
just one adjustable parameter within each luminosity bin. The
model explains the rather complex color–luminosity trends from
Figure 16 fairly well. In particular, it is able to reproduce the
small-scale clustering of red galaxies increasing toward low
luminosities, both in absolute terms and relative to the large-
scale clustering, while the shape of wp(rp) for the blue galaxies
stays roughly constant. The fraction of red galaxies that are
satellites increases sharply with decreasing luminosity, from
33% to 60% to 90% in the three luminosity bins, while the
fraction of blue satellites (13%, 19%, 19%) is smaller and
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SDSS (z=0.1) 
Zehavi et al. 2011 

!   Luminosity: shift of the HOD towards higher masses 

! Colour: increase/decrease of the relative fraction of satellites with 
respect to the fraction of central galaxies  



Redshift evolution of the halo 
occupation 

!   Derived halo parameters (average mass, satellite fraction) do evolve 
at fixed luminosity/stellar mass since z=1 

!   Universal (??) scaling relation between HOD mass scales 

CFHTLS (z=0.2-1.2), Coupon et al. 2011 

8 U. Abbas et al.

Figure 3. The evolution in the number-weighted average halo mass given by Eq.11 for various luminosity threshold samples is shown
for the Z model (left panel) and TWZZ model (right panel). The symbols with error bars are obtained from the VVDS, whereas the low
redshift symbols at z = 0.1 with small error bars are from the SDSS. The mass growth can be characterized by M(z) = M0e−βz, with
β = 1.07± 0.57 (for the VVDS points), β = 1.94± 0.10 (VVDS + SDSS points) in the case of the Z model, and β = 1.54± 0.13 (for the
VVDS points), β = 2.09± 0.04 (VVDS + SDSS points) for the TWZZ model. The values of β =0.62 and 2.00 respectively represent the
prediction from N-body simulations and the VVDS + SDSS samples.
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Figure 4. The evolution in the satellite fraction for various luminosity threshold samples is shown for the Z model (left panel) and
TWZZ model (right panel). The symbols with error bars are obtained from the VVDS, whereas the low redshift symbols at z = 0.1 are
from the SDSS. Simply for illustrative purposes, the curves show the reciprocal standard power law behaviour, y = 1/(axb), of the data,
with a = 13.05 and b = 0.61 for the Z model, and a = 20.41 and b = 0.79 for the TWZZ model.
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Abbas, de la Torre, et al. 2010 
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Evolution of stellar formation 
efficiency 

!   Stellar-to-halo mass ratio (SHMR): halo mass at which star formation 
and merging are the most efficient at assembling stellar mass    

!   SHMR does evolve with redshift and peaks at z=1.0: halo downsizing  
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Constraining galaxy formation 
models with clustering measures 

!   Magnitude counts: good agreement except for faint red galaxies 

!   Different colour bimodality in the SAM: galaxies are much redder 
than observed 

6 S. de la Torre et al.: Comparison of VVDS with Munich semi-analytical model high-redshift galaxy properties

Fig. 4. Comparison of the magnitude counts in the CFHTLS u⇤, g0, r0, i0, z0 optical bands with SAM predictions for 17.5 < I < 24
galaxies. The CFHTLS counts are shown with the squares and the error bars correspond to their Poisson errors. The curves and
associated shaded areas are respectively the mean and the 1�, 2�, and 3� field-to-field dispersions among the Cmocks samples.
SAM predictions are for samples explicitly cut at I = 24, while CFHTLS counts extend above this limit. All galaxies with I < 17.5
have been removed from the counts.

redshift determination (flag 0 and flag 1 galaxies) and corrects
for the fact that the success rate of redshift measurements de-
creases at fainter apparent magnitudes. The TSR instead, cor-
rects for the selection biases introduced by SSPOC software in
the spectroscopic mask preparation (Bottini et al. 2005), e.g.
its tendency to target objects with small apparent angular size.
Within the Ultra-Deep part of the VVDS survey (Le Fèvre et al.
2010), a small fraction of flag 0, flag 1, and flag 2 galaxies have
been reobserved. These reobservations, representing 4% of the
total number of objects in the spectroscopic catalogue, have per-
mitted us to refine the measurement of the TSR and SSR func-
tions, allowing us to better statistically account for the spectro-
scopic incompleteness. The VVDS-Ultra-Deep observations, as
well as details on the calculation of the TSR and SSR are given
in Le Fèvre et al. (2010).

We correct the raw redshift counts, including flag 1 galax-
ies, by weighting each galaxy by w = (TSR ⇥ SSR)�1. The
corrected redshift distribution is shown in Fig. 5 with the solid
thick histogram. The solid curve and associated shaded area cor-
respond to the predicted mean N(z) and the 1� field-to-field dis-
persion among Omocks samples, which provides an estimate of
the sample variance in the model. The predicted mean N(z) of
the Cmocks samples is plotted with the dotted curve.

We first note that VVDS-Deep observational biases have lit-
tle e↵ect on the shape of the predicted redshift distribution in
the mock samples: the mean N(z) obtained from Omocks is very

similar to that of Cmocks. The SAM well reproduces the shape
of the observed distribution between z ' 1 and z ' 1.8 while it
shows an excess of about 14 per cent with respect to the observa-
tions at 0.2 < z < 1. Similar trends were found in Kitzbichler &
White (2007) who noted that the predicted redshift distribution
was higher than observed over the redshift range 0.5 < z < 1.5
for K < 21.8 galaxies. As we will discuss in the next section,
this excess is related to an excess of red galaxies at z < 1 in the
model. Furthermore, we find that the model does not account for
the tail of the distribution at redshifts above z ' 2 and that ex-
tends to z ' 4 in the VVDS-Deep sample. In fact the SAM does
not predict any galaxy at z > 3 with I < 24. The dip observed
at 1.8 < z < 3 in the VVDS-Deep uncorrected N(z) is a purely
observational e↵ect usually referred as the “redshift desert”. It
is due to the lack of spectral features in galaxy spectra observed
within the wavelength window function of the spectrograph at
these redshifts (Le Fèvre et al. 2005a). VVDS-Ultra-Deep re-
observations, based on spectra measured on a larger wavelength
range (VIMOS LR-Blue plus LR-Red grisms), allow us to cor-
rect for this observational e↵ect and to repopulate the “redshift
desert” at 1.8 < z < 3. Indeed, a large fraction of the reobserved
galaxies falls in this part of the redshift distribution, and thus by
properly weighting the original flag 1 to 9 galaxies we are able
to statistically account for the missing fraction of objects at these
redshifts (see Le Fèvre et al., 2010).

de la Torre et al. 2011b 
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Fig. 7. Comparison of the rest-frame B � I distribution in six
magnitude-limited samples from z = 0.2 to z = 2.1. In each
panel, the histogram corresponds to the VVDS-Deep measure-
ment while the curve and associated shaded area correspond to
the mean and the 1� field-to-field dispersion among the Omocks
samples. The dashed curves are the mean distribution in the
Omocks without including dust extinction in the model, while
the dotted ones are the mean predictions of the Cmocks.

all probed redshift. Intrinsically, the SAM may not form enough
very blue galaxies.

Because of the discrepancies between the predicted and ob-
served colour distributions, it is di�cult and possibly meaning-
less to define “blue” and “red” galaxies using the same colour
cut. We therefore opted to use a di↵erent colour cut for the SAM
and the VVDS-Deep sample, with the aim of separating blue
and red populations on the basis of the colour bimodality. In the
VVDS-Deep we use a cut at (B� I)cut = 0.95. Zucca et al. (2006)
show that galaxies selected above and below this value largely
overlap with those classified as early- and late-type galaxies us-
ing a more refined method based on spectral energy distribution
fitting. We adopt a larger value of (B � I)cut = 1.3 to separate
red and blue populations in the SAM. We compare in Fig. 8 the
total number and the fraction of red and blue galaxies at di↵erent
redshifts.

We find a large di↵erence in the number density of blue
galaxies as predicted by the SAM and observed in the VVDS-
Deep. While the trends with redshift are rather similar, the SAM
predicts 50-80% more blue galaxies than observed over the
whole redshift interval 0.2 < z < 1.6 in the VVDS-Deep. In
the observations we find the presence of an already significant

number of red galaxies at z ' 1.5. This number increases until
z ' 0.8 and then slightly decreases with cosmic time. In contrast,
the SAM predicts a monotonic increase with time of the number
of red galaxies. Above z ' 0.8, the total number of red galax-
ies is smaller in the model than in the observations but the trend
reverses at later epochs, where the total number of red VVDS-
Deep galaxies starts to decline and that of red model galaxies
continues to rise slowly. These same problems are evident when
looking at the fractions of the two populations (bottom panel
in Fig. 8). The SAM predicts a monotonic decrease (increase)
of the fraction of blue (red) galaxies with time at variance with
VVDS-Deep sample, in which this trend reverses at z < 0.8.
Note that we discuss the variation with cosmic time of the num-
ber and fraction of red and blue galaxies in terms of apparent
increase or decrease in a given apparent magnitude range, which
does not necessarily imply real increase or decrease in number
density at these redshifts.

At redshifts higher than z ' 0.8, the number of red galaxies
is slightly lower in the SAM with respect to observations, while
blue galaxies appear to be significantly more abundant at all cos-
mic epochs. This indicates that the overabundance of galaxies
previously seen in the redshift distribution below z ' 0.8 � 1 in
the SAM (Fig. 5), is due to the presence of a larger number of
both blue (true at all redshifts for this colour) and red galaxies.

The di↵erence in the variation with cosmic time of the frac-
tion of red and blue galaxies and of the shape of the rest-frame
B � I colour distribution in the SAM, suggests that these popu-
lations may have di↵erent histories of formation and evolution
than in the VVDS-Deep. In particular, SAM red galaxies may
start to form at later epochs and be forming continuously and
more e�ciently up to present day, in contrast with what appears
to be happen to VVDS-Deep galaxies.

4. Galaxy clustering

The clustering properties of galaxies provide strong constraints
on galaxy formation models as they encode important informa-
tion on how galaxies populate dark matter haloes. We compare
in this section the galaxy clustering as inferred from the two-
point correlation function in the SAM with VVDS-Deep mea-
surements, for the global population of 17.5 < I < 24 galaxies.

4.1. Two-point correlation function estimation

We estimate the real-space galaxy clustering using the standard
projected two-point correlation function, wp(rp), that corrects for
redshift-space distortions due to galaxy peculiar motions. This
is obtained by splitting the galaxy separation vector into two
components, rp and ⇡, perpendicular and parallel to the line of
sight respectively (Peebles 1980; Fisher et al. 1994), and project-
ing the two-dimensional two-point correlation function ⇠(rp, ⇡)
along the line-of-sight:

wp(rp) = 2
Z ⇡max

0
⇠(rp, ⇡)d⇡ . (1)

We use the standard Landy & Szalay (1993) estimator to com-
pute ⇠(rp, ⇡). In practice, to obtain wp(rp), we integrate ⇠(rp, ⇡)
up to ⇡max = 20 h�1 Mpc. We adopt this value because we find
that, given the volume of the survey, this value is large enough
so as to minimise the noise introduced at large ⇡ by the uncor-
related pairs in the data (Pollo et al. 2005). Errors in the VVDS-
Deep are estimated through the blockwise bootstrap resampling
technique (e.g. Porciani & Giavalisco 2002), which allows us
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the slope � are obtained by fitting ⇠(r) to a power-law such as
⇠(r) = (r/r0)��. In the case of the projected (real-space) correla-
tion function wp(rp), the power-law form transforms to (Peebles
1980),

wp(rp) = rp

 
rp

r0

!�� �
⇣

1
2

⌘
�
⇣
��1

2

⌘

�
⇣
�
2

⌘ , (2)

where � is the Euler Gamma function. In the present analysis we
fit the wp(rp) measurements on the range 0.1 h�1 Mpc < rp <
10 h�1 Mpc using the generalised �2 method. We use the full
covariance matrix estimated from the measurements to account
for the correlations between the di↵erent rp bins in wp(rp) (e.g.
Pollo et al. 2005).

4.2. Clustering of the global population

The clustering evolution of the global population of galaxies in
the VVDS-Deep has been measured by Le Fèvre et al. (2005b)
in the six redshift intervals from z = 0.2 to z = 2.1 previously
defined. We update their measurements using the more accurate
method described in the previous section. The wp(rp) measure-
ments are shown in Fig. 10 along with the mean wp(rp) among
the SAM Omocks samples. We fit the wp(rp) with power laws
and provide the best-fitted parameters r0 and � in Tab. 1 and
Tab. 2 for both the VVDS-Deep and the SAM. We compare the
measured correlation lengths in Fig. 11. This figure shows that
our measurements agree very well within the uncertainties with
those previously obtained by Le Fèvre et al. (2005b) for the same
field, as well as with results from the DEEP2 survey (Coil et al.
2004).

We recall that for all clustering comparisons, we use model
predictions computed from the Omocks using the same method
adopted for the VVDS-Deep data. The Fig. 10 shows that, when
comparing Omocks (solid curves) and Cmocks (dashed curves)
measurements, one find a non-negligible bias in the estimation
of wp(rp) on small scales at z < 0.7. As already pointed out by
Le Fèvre et al. (2005b), here the incompleteness e↵ects are en-
hanced by the small volume and by the small number of objects
in the observed samples at these redshifts. This emphasises the
importance (and the necessity) to include detailed observational
selection functions and biases in the mock samples in order to
carry out a fair comparison between observational measurements
and model predictions.

At z < 1.1, the SAM predicts on average a higher clustering
amplitude than measured in the VVDS-Deep, while the slopes
of the predicted and observed correlation functions are similar.
In addition, while the correlation length in the VVDS-Deep in-
creases slightly with increasing redshift, the model predicts a
roughly constant correlation length over all the redshift range
probed by the observations. Some evolution of the overall clus-
tering is expected, because by selecting galaxies at increasing
redshift in a magnitude-limited sample, we probe intrinsically
more luminous galaxies on average. Observations show that
brighter galaxies are more strongly clustered than their fainter
counterparts (e.g. Norberg et al. 2001; Zehavi et al. 2005; Pollo
et al. 2006; Coil et al. 2006). We explicitly show in the right
panels of Fig. 7 and in Tab. 1 and Tab. 2 that we indeed select in-
trinsically brighter galaxies with increasing redshift, both in the
VVDS-Deep and the SAM. The relatively constant amplitude of
the predicted correlation function suggests the absence (or a very
weak) luminosity dependence of galaxy clustering in the model
(see also Li et al. 2007; Kim et al. 2009a). We study this aspect

Fig. 11. Comparison of the correlation lengths as a function of
redshift. The filled triangles with error bars are VVDS-Deep
measurements while the dashed curve and associated shaded
area correspond to the correlation length and error from the
Omocks. We also report in this figure the previous VVDS-Deep
measurements by Le Fèvre et al. (2005b) (crosses) and the
one obtained by Coil et al. (2004) in the DEEP2 survey (open
square).

in more detail in paper II, where we measure the clustering of
galaxies with di↵erent luminosities in the model and compare
them with VVDS-Deep observations.

At z > 1.1, Fig. 10 shows that, although the overall ampli-
tude of the predicted galaxy correlation function is similar to that
measured, the model predicts a shallower correlation function
than observed. The di↵erence in slope and in shape of the corre-
lation function can be interpreted within the framework of Halo
Occupation Distribution models (e.g. Cooray & Sheth 2002). In
this framework, the galaxy correlation function is the sum of
two contributions, one dominating the smaller scales that char-
acterises the clustering of galaxies residing in the same halo (the
1-halo term), and a large-scale contribution, which characterises
the clustering of galaxies belonging to di↵erent haloes (the 2-
halo term). At z > 1.1, the “bump” of the correlation function
observed on scales smaller than or of the order of the typical halo
radius (1 � 2 h�1 Mpc) in the VVDS-Deep, suggests that these
galaxies are on average hosted by relatively massive haloes, with
relatively large virial radii (e.g. Abbas et al. 2010). The model
predicts instead a rather weak 1-halo term, which implies the
presence of relatively few satellite galaxies. Satellite galaxies are
defined as the galaxies residing within the virial radii of haloes
that are not associated with their centres. The amplitude of the
1-halo term is directly linked to the amount of central–satellite
and satellite–satellite pairs, and in turn to the abundance of satel-
lite galaxies in their host haloes (e.g. Benson et al. 2000; Berlind
et al. 2003; Kravtsov et al. 2004). We have previously shown
that at z > 1.1 the model galaxy population is dominated by
blue galaxies. Therefore, the small-scale shape of the correla-
tion function predicted by the SAM at these redshift, suggests
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Fig. 12. Colour-dependent projected correlation function in three
redshift intervals from z = 0.2 to z = 2.1, both observed in the
VVDS-Deep and predicted by the SAM. In each panel, the filled
circles (red galaxies) and filled squares (blue galaxies) corre-
spond to VVDS-Deep measurements, while the dashed curves
and associated shaded areas correspond to the mean and the 1�
dispersion among the Omocks. The dotted curves are the mean
wp(rp) obtained by rescaling the predicted correlations function
to �8 = 0.81 as described in Sec. 4.2. In all panels, both for
VVDS-Deep and SAM galaxies, the wp(rp) with higher global
amplitude corresponds to that of red galaxies.

those obtained from the DEEP2 sample by Coil et al. (2004).
We note that these two studies adopt di↵erent colour criteria to
define blue and red galaxies and that the two surveys have dif-
ferent observational strategies. In particular, the DEEP2 survey
selects galaxies brighter than those in the VVDS-Deep, which
explains the slightly larger observed correlation lengths in the
DEEP2 survey (see Le Fèvre et al. 2005b, for a detailed discus-
sion).

We find that the correlation functions of blue galaxies in the
model are in quite good agreement with VVDS-Deep measure-
ments. In contrast, red model galaxies show a much stronger
clustering on all scales. This suggests that the stronger cluster-
ing predicted by the SAM for the entire sample is due to the very
strong clustering of red galaxies. As for the redshift trend, both
VVDS-Deep observations and SAM predictions show a rather
similar evolution over the redshift interval probed. The correla-
tion length of red SAM galaxies is, however, much larger than

Fig. 13. Comparison of the correlation lengths of red and blue
galaxies as a function of redshift. The filled symbols with er-
ror bars are VVDS-Deep measurements while the dashed curves
and associated shaded areas correspond to the correlation lengths
and errors in the Omocks. We also report previous VVDS-Deep
measurements by Meneux et al. (2006) as well as those of Coil
et al. (2004) from DEEP2 survey, both using di↵erent colour cri-
teria. We refer the reader to the inset for the detail of the plotted
symbols.

observed and in fact similar to that observed for extremely red
objects in the real Universe (e.g., Daddi et al. 2003).

As explained earlier, we have used di↵erent rest-frame B� I
colour cuts to define red and blue galaxies in the model and in
the observations. One may argue that the higher clustering am-
plitude observed for SAM red galaxies could be due to the redder
colour cut applied to select the two populations, redder galaxies
being expected to be more strongly clustered. To test this possi-
bility we measure the clustering strength of red galaxies in the
VVDS-Deep using the same colour cut used in the SAM, i.e.
(B � I)cut = 1.3. In this way, we isolate in the VVDS-Deep sam-
ple red galaxies which have the same rest-frame B � I colour
distribution than red model galaxies. As shown in Fig. 13, we
find that these galaxies in the VVDS-Deep show a higher clus-
tering amplitude than those selected with B� I > 0.95. However,
the SAM clustering remains significantly stronger, demonstrat-
ing that red model galaxies are intrinsically more clustered than
observed in the VVDS-Deep.

When studying the shape of the projected correlation func-
tions in more detail, one finds that blue SAM galaxies are char-
acterised by a shallower correlation function than VVDS-Deep
galaxies, in particular on small scales. Within the HOD frame-
work, this implies a weaker 1-halo term that can be interpreted
as a lack of blue satellite galaxies in the SAM. In contrast, red
model galaxies exhibit a correlation function which is signifi-
cantly steeper and higher than observed. Here, the very promi-
nent 1-halo term may be due to an overabundance of red satellite
galaxies. Similarly, Coil et al. (2008) find an absence of “Finger
of God” (FoG, Jackson 1972) in the correlation function of blue
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!   SAM tends to overestimate the clustering strength for all galaxies 
at z<1.5 

!   Primarily due to a strong overestimation of the clustering 
strength of red galaxies 
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model galaxies at z ' 1 at variance with red model galaxies,
which have a very strong FoG. The FoG e↵ect is associated with
the infall of satellite galaxies inside haloes and its strength is
related to the abundance of satellite galaxies (e.g. Slosar et al.
2006). These results suggest that in the real Universe, (at least
part of) the red satellites likely evolve less rapidly than in the
model, and remain in the blue tail of the colour distribution for
a longer time scale. This could adjust the di↵erent small-scale
clustering behaviours of blue and red SAM and VVDS-Deep
galaxies, but would not a↵ect significantly the amplitude of the
correlation functions.

To better see the impact of an overabundance of satellites on
the clustering of galaxies, we randomly remove from the SAM
mock samples 80% of the red satellites. The resulting galaxies
correlation functions are shown in Fig. 14. This figure shows
that, by excluding most of SAM red satellites, the amplitude of
the correlation function of red galaxies is dramatically reduced,
particularly on small scales. Model predictions obtained exclud-
ing 80 per cent of the red satellites are in quite good agreement
with observational measurements but at 0.2 < z < 0.7, where
there is still a significant di↵erence between the amplitudes of
the predicted and measured correlation functions. Similar con-
clusions have been reached while comparing the model to local
measurements, e.g. Li et al. (2007) found that the match of the
observed clustering in the local Universe to the previous version
of the Munich model (Croton et al. 2006) can be improved by
removing 30% of satellite galaxies in the model.

5. Summary and discussion

We have compared some of the basic high-redshift galaxy prop-
erties as measured in the VIMOS-VLT Deep Survey, to predic-
tions from the Munich semi-analytical model. For this purpose,
we have constructed 100 mock samples that accurately mimic
the VVDS-Deep observational strategy. We have compared the
magnitude counts, redshift distribution, colour bimodality, and
galaxy clustering for galaxies with 17.5 < I < 24, probing a
broad range of cosmic epochs from z=2 to z = 0.2. We have
demonstrated that, in order to carry out a fair comparison be-
tween model predictions and data, it is important to build “ob-
served” mock samples that accurately reproduce the detailed se-
lection function and biases of the observations.

We find that the Munich semi-analytical model reproduces
reasonably well:

– the magnitude counts in the u⇤, g0, r0, i0, I and rest-frame B
bands,

– the shape of the redshift distribution at z < 1.8 for IAB < 24
galaxies, given the relatively large sample variance predicted
by the model in the VVDS-Deep volume,

– the global galaxy clustering at z > 0.8,

but fails to reproduce:

– the magnitude counts in the z0 and rest-frame I bands,
– the shape of the redshift distribution at z > 2 for IAB < 24

galaxies,
– the rest-frame B� I colour distribution and its evolution with

cosmic time since z ' 2,
– the clustering strength of red galaxies,
– the detailed small-scale clustering of both red and blue

galaxies.

It is important to notice that for some of the predicted galaxy
properties, there is a significant variance among di↵erent mock

Fig. 14. Red and blue galaxy projected correlation functions in
two redshift intervals from z = 0.2 to z = 1.1, both observed in
the VVDS-Deep and predicted by the SAM (mean over Omocks
samples). In each panel, the solid curves correspond to SAM
mean predictions while the dashed ones to the resulting mean
predictions while keeping only 20% of red satellite galaxies.
The filled circles (red galaxies) and filled squares (blue galaxies)
correspond to VVDS-Deep measurements. Both for the VVDS-
Deep and the SAM, the wp(rp) with higher amplitude corre-
sponds to that of red galaxies. The SAM correlation functions
are rescaled to �8 = 0.81 as described in Sec. 4.2.

samples. For most of the observational measurements discussed
in this study, we find that there are a few mock samples that are
in good agreement with the data. On average, however, models
deviate from observational measurements. In particular, for the
colour distribution and the clustering of red galaxies, all mock
samples di↵er from the VVDS-Deep measurements, and di↵er-
ences are larger than 3�. None of the mock samples is able to
reproduce all the VVDS-Deep measurements presented in this
analysis, suggesting that the model failures highlighted above
are not simply due to sample variance.

The discrepancies found between model predictions and
VVDS-Deep observations extend to higher redshifts some of
the model problems that have been previously emphasised from
data-model comparisons in the local Universe. Although the
blue population dominates in number density at all redshifts, the
SAM tends to produce too many relatively bright red galaxies.
As a consequence, the rest-frame I-band distribution is skewed
towards bright magnitudes and the rest-frame B � I colour dis-
tribution towards the red. This excess of red galaxies is dom-
inated by satellites, giving rise to a prominent 1-halo term in
the correlation function of red model galaxies. In addition, the
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!   Differences in the SAM can be interpreted as a deficit of blue sat. 
and an overabundance of red sat. 

!   Disruption/merging of satellite galaxies and quenching of star 
formation not well modelled by the SAM 
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Conclusions 
!   Galaxy clustering (and its evolution) is a powerful tool to probe galaxy 

evolution and understand the connection between galaxy formation and 
the properties of the underlying mass distribution 

!   Halo occupation models allow to quantify the relation between galaxy 
physical properties and hosting halo properties: halo mass scales, average 
halo mass/luminosity evolution, satellite & central fractions 

!    The comparison of clustering predictions with observations provides 
strong constraints on the models  

!   Clustering observations give a consistent evolutionary picture up to z=1 
but a lot of details have still to be investigated and understood, e.g. 
environmental effects, assembly bias …  

!   New clustering observations are needed at high redshift in particular at 
z>1.5 where galaxy clustering properties are still poorly known  


